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Introduction

The AAAI Spring Symposium Series is an annual set of meetings run in parallel at a common site.
It is designed to bring colleagues together in an intimate forum while at the same time providing a
significant gathering point for the AI community. The two and one half day format of the series
allows participants to devote considerably more time to feedback and discussion than typical one-
day workshops. It is an ideal venue for bringing together new communities in emerging fields.

The symposia are intended to encourage presentation of speculative work and work in progress, as
well as completed work. Ample time is scheduled for discussion. Novel programming, including
the use of target problems, open-format panels, working groups, or breakout sessions, is encour-
aged. AAAI Technical Reports are prepared, and distributed to the participants. Most participants
of the symposia were selected on the basis of statements of interest or abstracts submitted to the
symposia chairs; some open registration is allowed. All symposia are limited in size, and partici-
pants are expected to attend a single symposium.

The Association for the Advancement of Artificial Intelligence, in cooperation with Stanford
University's Department of Computer Science, is pleased to present the 2016 Spring Symposium
Series, held Monday through Wednesday, March 21-23, 2016 on the campus of Stanford
University. The seven symposia are:

SS-16-01: AI and the Mitigation of Human Error: Anomalies, Team Metrics and Thermodynamics
SS-16-02: Challenges and Opportunities in Multiagent Learning for the Real World
SS-16-03: Enabling Computing Research in Socially Intelligent Human-Robot Interaction: A
Community-Driven Modular Research Platform
SS-16-04: Ethical and Moral Considerations in Non-Human Agents
SS-16-05: Intelligent Systems for Supporting Distributed Human Teamwork
SS-16-06: Observational Studies through Social Media and Other Human-Generated Content
SS-16-07: Well-Being Computing: AI Meets Health and Happiness Science
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Abstract 
Autonomization often follows after the automization on 
which it is based. More and more machines have to make 
decisions with moral implications. Machine ethics, which 
can be seen as an equivalent of human ethics, analyses the 
chances and limits of moral machines. So far, decision trees 
have not been commonly used for modelling moral ma-
chines. This article proposes an approach for creating anno-
tated decision trees, and specifies their central components. 
The focus is on simple moral machines. The chances of 
such models are illustrated with the example of a self-
driving car that is friendly to humans and animals. Finally 
the advantages and disadvantages are discussed and conclu-
sions are drawn. 

 Introduction 
More and more semi-autonomous and autonomous ma-
chines have to make decisions with moral implications. 
Machine ethics analyses the chances and limits of moral 
machines (Anderson and Anderson 2011; Wallach and 
Allen 2009; Bendel 2014e; Bendel 2012). It is a design 
discipline located between artificial intelligence (AI), ro-
botics, computer science and philosophy. The phase of 
brainstorming for ideas is long since over. Today this dis-
cipline works on the concept of moral machines. Proto-
types have already been presented (Aegerter 2014). Slowly 
but steadily the design discipline is living up to its classifi-
cation and its own claim. 

Decision trees represent rules of decision making. They 
are widely used in economics, computer science, and arti-
ficial intelligence. They are made up with root nodes and 
internal nodes linked to one another and to decision-
making options. The forms of representation are plenty. 
They often begin from a defined starting point and then a 
question is raised with “Yes” or “No” as possible answers. 
These answers lead to new questions until several options 
are reached at the end. Branch structures with additional 
information deriving and reasoning the questions can be 
considered annotated decision trees (Bendel 2015a). The 
nodes, or the links between the nodes, are described below 
in more detail. 

So far, decision trees have been used rarely only for 
modelling moral machines (Bendel 2015a; Bendel 2015b). 
Modelling efforts on a meta level have been documented in 
(Anderson and Anderson 2011), for instance the 
“MoralDM Architecture” by (Deghani et al. 2011). (Azad-
Manjiri 2014) drafts an “architecture of moral agents”, 
including a “decision tree algorithm to abstract relation-
ships between ethical principles and morality of actions” 
(Azad-Manjiri 2014, 52). (Bostrom and Yudkowsky 2014) 
reason that “a machine learner based on decision trees or 
Bayesian networks is much more transparent to program-
mer inspection”. 

In this article, following the explanation of the term of 
the simple moral machine, a concept for creating annotated 
decision trees in the context of machine morality is pro-
posed, and their central components are specified. A con-
crete modelling is presented and illustrated with the exam-
ple of a self-driving car that is friendly to humans and 
animals. In this set-up it can be considered a simple moral 
machine. The modelling is explained in detail. Finally the 
advantages and disadvantages of such decision trees are 
discussed. 

Simple Moral Machines 
Simple moral machines mean (semi-)autonomous systems 
that follow a few simple rules in the standard situations 
they have been developed for, or make correct decisions by 
means of observations and analysis of memorized cases, 
and in consequence act morally (well) (Bendel 2013a). 
Complex moral machines on the other hand have to master 
a large number of morally charged situations. Examples 
are self-driving cars involved in accidents with humans in 
conventional road traffic or martial drones programmed to 
eliminate target persons. In order to show the problematic 
of moral machines, frequent reference is made to exactly 
such complex machines and the associated conflicts. The 
fact that humans have a tendency of failing in this kind of 
situation, which on principle can hardly be mastered at all, 
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not even with high moral competency, high rationality and 
high empathy, tends to be forgotten. 

The proposed terms are not for classification but for ori-
entation. Therefore it is not necessary to draw a clear de-
marcation line. A few examples should suffice to clarify 
the idea of simple moral machines (Bendel 2013a; Bendel 
2015a): 
 
• Chatbots or chatterbots on websites inform people about 

products and services, they provide entertainment and 
customer allegiance. Most of them would respond inad-
equately to an announcement of suicide plans. SGT 
STAR of the U.S. Army is a “good” bot in this respect 
as it mentions the phone number of the National Suicide 
Prevention Lifeline. A “better” bot would give out the 
hotline for the country of the user, or would connect the 
user to a contact person. This kind of behavior can be 
realized by extending the knowledge base and by evalu-
ating the IP address. The GOODBOT of School of Busi-
ness FHNW meets these requirements (Aegerter 2014). 
Before handing over to a human being it would escalate 
on several levels.  

• Servicebots such as carebots, therapybots, household- 
and gardenbots are available in many different designs. 
Robot mowers and robot vacuum cleaners are widely in 
use. A standard robot vacuum cleaner ingests all that is 
in front of or under it, not only things and dirt but small 
and smallest beings as well. Many people believe ani-
mals should not be hurt or eliminated. Robots could be 
furnished with image recognition and motion sensors, 
and could be taught to spare the lives of beings (Bendel 
2014a). Robot mowers too could be improved in this 
manner however lawns are relatively complex environ-
ments and meadows even more so. 

• Private drones such as unmanned aerial vehicles (UAV) 
are used by companies, media, scientists and the police 
forces and are growing more and more popular. They 
can transport goods, and when furnished and upgraded 
adequately, they can photograph or film objects and 
people. Most people object to being photographed se-
cretly and having their privacy invaded. Cities like Zur-
ich have already responded with rigorous restrictions 
(Häuptli 2014). Drones can be supplemented with image 
and pattern recognition to make them refrain from taking 
photos (Bendel 2015c). This leaves them fully functional 
but limited in the best interest of persons who are affect-
ed. 

• Self-driving cars, also known as robotic or robot cars, 
are already underway in several US-American and Eu-
ropean urban and rural regions. They unburden or re-
place the driver, they can prevent accidents and save the 
lives of passengers and other road users. Night vision 
devices and image recognition systems can distinguish 
between humans and animals and set priorities if this 

function is enabled. This kind of advanced driver assis-
tance systems (ADAS) today already allows for moral 
machines in the widest meaning of the term (Bendel 
2014b). 

• Wind power stations are often built on hills or mountains 
or in the open sea, with giant rotors on high pylons. Col-
lisions with birds and bats occur frequently. When com-
bined with ultrasonic systems and image and pattern 
recognition, the turbines would be able to shut down 
when necessary. They could alert each other of the 
movements of individuals or swarms and make the rele-
vant decisions. Sensors would make it possible to set-up 
an early warning system with sounds and light stimuli in 
the wider environment. A few animal-friendly proto-
types are already in operation (Federle 2014). 

• 3D printers have been launched on mass markets some 
time ago. They are capable of “printing out” all kinds of 
objects. Typical materials used for 3D printing are plas-
tics, metals and plaster in the form of powder, granules, 
solid pieces or liquids. The materials are glued or melted 
and hardened or dried. Small and large forms can be cre-
ated, even entire rooms or houses (Emmerth 2013). Sev-
eral firearms were modelled successfully out of plastics 
and withheld several shots. Even functional metal fire-
arms have been printed in the meantime. 3D printers that 
analyze files and find out information on form and func-
tion of the targeted object could prevent the production 
of pistols or bomb components (Bendel 2013a). 
 

This list could be continued at random. It has been shown 
that very different types of machines are on issue, soft-
warebots and hardwarebots, large processor-controlled 
systems with movable parts, or small electronic devises. 
Their decisions, good or bad, as well as their non-decisions 
affect humans and animals. 

Annotated Decision Trees for Moral Machines 
In the following a process for developing annotated deci-
sion trees is proposed. This process has been proven to 
result in consistent and feasible models. A simple version 
of an annotated decision tree was created in (Bendel 
2015b). The present article describes the process of more 
complex versions as found in (Bendel 2015a). Surely re-
fined versions can be a goal for the future.  

The first step in the development of decision trees for 
simple moral machines is to define the system. It shall be 
reviewed whether the system can be considered simple 
wholly or partly, and whether it can be turned into a moral 
machine, capable of making intentional, purposive deci-
sions of moral implications. Sometimes moral machines 
will have to be designed from scratch. Moral questions 
frequently turn up in vehicles in urban traffic or in infor-

196



mation systems as sociotechnical systems. More or less 
self-sufficient systems as used for instance for scientific 
missions in volcano craters or on Mars rarely face con-
flicts. Challenges are bound to occur when systems diffuse 
in our society. 

The next step will be to define the relevant function or 
(sub-)task of the machine (Bendel 2015a). With a strong 
focus, even a complex machine can become a simple moral 
machine. For instance one can build a car with advanced 
driver assistance systems or an autonomous car that will 
generally emergency brake for people, but will consider 
the type, age and health of animals and align the braking 
accordingly (Bendel 2015a). This car will not have to 
weigh thousands of possible alternatives or determine the 
value of human individuals or groups. Its function will be 
well-defined and the complexity of its reality reduced. This 
is exactly what the following chapter deals with.  

In another step the targets of this activity will be defined 
in more detail. Is saving lives the goal, or avoiding inju-
ries? Are humans or animals in the focus of attention? The 
targets have moral connotations. Structures and annota-
tions will be derived from them later. Before that, the end-
points should be noted. They are different alternatives for 
decision making, they correspond to the options of the 
machine, and they depend on the activity in the focus. 
They also help achieve the targets. For a photo drone pro-
grammed to take pictures of flora and fauna but not of 
humans, the final decision could be: “don’t photograph”, 
“photograph from great heights” or “photograph from 
different heights”. Another consideration is that photo-
graphing might disturb and stress animals, therefore the 
moral drone would not only refrain from photographing 
humans, but would adjust to the situation of the animals as 
well (Bendel 2015a). 

Then the root node is determined with the related ques-
tions. For an animal-friendly robot vacuum cleaner, the 
question might be: “Is there anything on my track?” (Ben-
del 2015a) In this example the starting point for the first 
branch is an exceptional situation (if there is no exception, 
the work will be completed as per routine). Binary decision 
trees, which have preference in this article, always have 
one branch titled “Yes” and one titled “No” that leads to 
another (internal) node or directly to an endpoint and hence 
to the decision. If, in the case of the robot vacuum cleaner, 
the answer is “Yes”, then the next question could be “Is it 
an animal?”. If the answer again is “Yes”, a distinction 
could be made between size and type. The cleaner would 
not have to shut down for large animals (or for humans), 
because they could not be sucked in, but it might have to 
shut down for smaller animals. Moral questions (and an-
swers) seem to impose in such matters. This leads to the 
next step. 

The individual nodes can be annotated in order to ana-
lyze and reason the questions with the help of comprehen-

sive and discussable assumptions to match and link them to 
the further proceedings as best possible. One can also start 
from the assumptions, and place the nodes later on. It is a 
dialectical process, the assumption creates the node and the 
node is annotated with the assumption until a satisfactory 
overall image is achieved. It is proposed to segregate the 
different kinds of assumptions from each other, and to 
make different assumptions, for instance from the perspec-
tive of morality, economic efficiency, and safety of opera-
tion (Bendel 2015a). One node can have several assump-
tions – from one perspective or from different points of 
view. The annotations could be numbered consecutively, 
best within a category (so in the end there would be for 
example moral assumptions 1 to 5, distributed over several 
nodes). 

In the example of the drone, the question whether it is a 
human could be negated. The next questions could be: is it 
an animal? (node 2), a plant? (node 3) or a thing? (node 4). 
At node 3 the assumption could be that plants are hardly or 
not at all influenced by drones, so drones could approach 
them freely. More recent research however has found evi-
dence of communication and reception abilities in the flo-
ra. At node 2 after a confirmation the next question could 
be: is it a bird? Birds in flight, one could assume, should 
not be injured by drones. These would have to avoid indi-
vidual birds as well as flocks of birds, and refrain from 
photographing close up. Obviously, such annotations are 
useful in order to find the right (or at least reasoned) rules 
for decision making. 

In the last step, more nodes are found and branches cre-
ated. 10 to 20 nodes can be coped with in modelling, and 
can be represented fully on screen. The number should be 
limited also for reasons of technical reality. In our exam-
ple, the photo drone has to recognize whether there is a 
human, an animal, a plant, or a thing, and it has to deter-
mine the animal species etc. Another consideration is that 
the observations and decisions have to be followed by 
technically feasible actions. The total structure is tested for 
consistency, reviewed for loops, dead ends or errors, and 
the final plausibility is verified in the end. In general every 
node should include a question which is unambiguous and 
verifiable with the available technical or other resources. 
This issue is not the object of this contribution.  

Components of Annotated Decision Trees 
The central components of annotated decision trees can be 
derived from the proposed process. They also depend on 
the applied modelling tool and language. An attempt is 
being made to keep the components as general as possible 
while integrating commonly used forms. The application to 
the moral machine and the extension of the decision tree 
into morality are of particular importance. 
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• At the edge of the decision tree, the class or type of 
machine is specified as a kind of header, and the target 
of the moral machine is described in a few words. 

• The starter symbol – a rounded or standard rectangle – 
briefly and precisely denominates the task. Multiple 
tasks would require multiple decision trees. 

• Behind the task and linked with an arrow element fol-
lows the root node with the first question. A rhombus is 
proposed as the symbol for the root node. 

• Two branches (also in the form of arrows) branch off the 
root node towards two internal nodes or to one (but no 
more than one) decision. The branches are marked with 
“Yes” or “No” accordingly. 

• The internal nodes are furnished with more questions for 
review. They go out to more branches, to more nodes, or 
to the final decisions at the end. 

• Root nodes and internal nodes are annotated as far as 
possible and necessary. This should be done in the 
comment mode to make sure the annotation is unambig-
uously linked to the question(s). 

• Annotations are made from the perspective of morality 
(obligatory), economic efficiency, operational safety etc. 
They can be numbered and ranked by priority. 

• The endpoints – symbolized by rectangles – give deci-
sions that can be implemented by the machine. They can 
be demarcated clearly and be described unambiguously, 
and they can lead to a continuum of alternatives. 

• A caption mentions the abbreviations of the perspectives 
and explains them in more detail. It can also explain 
special characters such as the negation symbol – if used 
– and priorities. 

 
The assumptions can be reasoned in more detail in an addi-
tional document that can also refer to the models of norma-
tive ethics, and classify the annotations in the cultural and 
social context.  

Annotated Decision Trees for Robot Cars  
The following focuses on a robot car or a car with ad-
vanced driver assistance systems, which under certain 
circumstances can be considered a simple moral machine. 
The general underlying assumption is that decisions to-
wards human beings, especially if concerning their health 
and lives, are highly complex. In particular the choice 
between the well-being of different people will almost 
always present a moral dilemma. The issue could be 
whether the car, when the brakes fail, shall kill the man, 
the woman, the old person or the young person, a single 
person, a group of people and so on (Holzer 2015). When 
concentrating on animals the situations seem to be easier to 
oversee and the decisions simpler. Giving priority to cer-
tain species will hardly rebuke people, if lives can be saved 

or a species can be protected, although – and this will be 
discussed in more detail further below – animals are per-
ceived and valued very differently. This could be a general 
stimulation for moral machines (Bendel 2015a). 

Cars, busses and other vehicles use more and more ad-
vanced driver assistance systems. Some of them assist the 
driver, inform and support him, others convert the depend-
ing machine to a semi-autonomous one which temporarily 
and partly functions independently of the driver (Bendel 
2014d). Traffic sign recognition, braking assistants, emer-
gency braking assistance, lane changing assistance or con-
struction zone assistance, autonomous cruise control sys-
tems and parking assistance are examples. ADAS are usu-
ally permanently installed in the car. Even fully autono-
mous systems, such as self-driving cars or trucks, no long-
er are science-fiction (Bendel 2015d). Prototypes are 
known, with the Google car as one example, as well as 
scientific or commercial projects. They can be seen in 
European cities (Kolhagen 2013; Stoller 2013). The auto-
mobile manufacturer Daimler urges its autonomous trucks, 
which have been cruising on US roads for some time, onto 
German roads with high speed (Bradl 2015). Autonomous 
systems are independent of humans for longer periods of 
time, in their decisions as well as in their motions and 
activities. Of course the rules are predefined for them to 
begin with. However such systems are capable of learning, 
also through their observations, prioritize and adjust rules 
accordingly. 

It is possible to develop ADAS capable of making deci-
sions relating to animals (Bendel 2014d). Animal-related 
actions are absolutely relevant, this is indicated by many 
pertinent road signs in many countries, where they warn of 
toad migration, hedgehog populations or deer crossing. 
Emergency braking systems should be able to respond 
appropriately and without human assistance to imminent 
dangers, always under consideration of tailgating cars and 
other factors. Modern image recognition and night vision 
systems can differentiate between animals and humans 
even in the dark. In interaction with emergency braking 
systems they are capable of making good and right judge-
ments. In general, autonomous cars either have to respond 
adequately to avoid accidents or escalate to humans 
(Goodall 2014). 

Decision trees for autonomous cars and advanced driver 
assistance systems can look back unto certain traditions 
(Bendel 2015a). (Kopf 1994) for instance presents a situa-
tive analysis with decision trees for assisting drivers on 
highways. (Lorenz 2014) also addresses this instrument in 
the context of concepts for ADAS and specifies precisely: 
“Entscheidungsbäume veranschaulichen hierarchisch auf-
einanderfolgende Entscheidungen zur Klassifikation bes-
timmter Objekte oder Zustände (Decision trees visualize 
decisions in consecutive hierarchies for classification of 
certain objects or conditions)” (Lorenz 2014, 59) A deci-
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sion tree aligned to morality for practical implementation 
was roughly sketched in (Bendel 2015b) and was much 
extended in (Bendel 2015a). Cars with advanced driver 
assistance systems or autonomous cars are versatile sys-
tems just like drones. One of their main tasks is driving. 
Many sub-tasks have to be mastered for this purpose 
(Pellkofer 2003), such as speed regulation and keeping or 
changing lanes as required. The following concentrates on 
braking under special consideration of animals. These 
limitations and settings of priorities allow considering the 
moral machine as a simple one. 

The modelling (see Fig. 1) assumes the activity is driv-
ing (Bendel 2015a). The lane is checked for objects less 
than 40 meters away from the car (this value should be 
replaced by a formula as this distance might be too short 
for high speeds and to long for low speeds). If an object is 
detected on the road, and this is a human being, the system 
initiates emergency or danger braking.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1: Decision tree for robot cars (cf. Bendel 2015a) 

 
 

If an animal is in danger, the system will proceed de-
pending on the species as in the example of the drone. 
Collisions with bigger animals shall be avoided, and rare 
species shall have special consideration. Insects and mol-
lusks are exempt. Braking for them would be uneconomi-
cal and mobility, the purpose of driving, would be very 
limited. If the detected object is not a being, then other 
factors will have to be considered. Bigger objects would 
require braking in order to avoid damage to the vehicle and 
risks for the lives of the passengers. Of course, reality can 
come in many other different forms: a tiny object like a 
nail could cause considerable damage, avoiding it might be 
sensible. This issue could be modelled. Leaving certain 
impacts unconsidered might be reasonable to keep the 
complexity manageable. 
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Chances and Risks of Decision Trees 
Chances and risks of annotated decision trees for moral 
machines are discussed in the following. One important 
benefit of decision trees is that the developer can design 
the system using transparent dialectic methods. Modelling 
is similar to loud brainstorming, weighing up, adding and 
excluding. It can be reviewed and edited. It visualizes 
different considerations with their backgrounds and in their 
context and allows defining the alternatives of decision 
making. After all, it’s a very simple method. 

Decision trees can be converted and executed by com-
puter programs. They also contain hints to the required 
sensors and actors, they refer not only to the software of 
moral machines but also to the hardware. This is essential 
considering that moral machines usually act and move in 
open worlds (which of course have to be closed partly). In 
the mentioned examples optical analysis (image and pat-
tern recognition) and measuring methods using ultrasound 
can be applied. Technological standards are not defined 
and this is another benefit. 

In this context it is very important that the annotated de-
cision trees provide an instrument for the development of 
moral machines. Not only through the annotations, helpful 
as they are, but also through selection of suitable machines 
as well as definition and selection of activities. The model-
ling illustrates the goal and the underlying assumptions 
while offering the highest possible freedom, not only in 
technological aspects. It does not define mandatory stand-
ards on the moral level. By requiring mandatory annota-
tions it only requests that something be explained, and if 
possible also reasoned, in writing. 

There are no obstacles for further extension of the sys-
tem. The assumptions could be linked to detailed reasoning 
filed in an additional document. They can be sequenced by 
priority. Moral assumptions might be considered more 
important than economical assumptions (or vice versa). 
This issue was not intensified in this article, but it was 
made clear that the admission of certain questions (for 
instance for insects) would lead to highly unsatisfactory 
options (permanent braking activities, or even standstill in 
the warmer seasons). In this aspect priorities were set ex 
ante. 

Drawbacks have also been found. The dialectic method 
cannot exclude creation of redundant nodes and branches 
or over-modelling. This is a problem not only in terms of 
programming elegance, but also for technological realiza-
tion. It is not granted that the decision options in the end 
are the right ones, just because they are possible and be-
cause a continuum (e.g., of the types of braking) can be 
seen. The modelling itself offers not enough room for more 
detailed reasoning, at least in the standard formats and on 
standard screens. Having to refer to an additional docu-

ment makes the model more difficult to survey. Zoom-in 
and zoom-out functions are available but add little clarity. 

One could also complain that philosophy doesn’t come 
to its rights here, and that modelling fails to consider mod-
els of normative ethics as well as duty ethics or conse-
quence ethics or other options of funding and setting. 
There is the risk of applying too much of a hands-on men-
tality, with a layman understanding of ethics and morality. 
However the feasibility is indeed a benefit of annotated 
decision trees. They remove fears with respect to moral 
machines, and draw them closer to the range of what is 
possible and practicable. Information and classification can 
be presented in an additional document. 

A further criticism is the purely rational reasoning of the 
decisions related to measurable dimensions and observable 
facts. The machine has no problem with determining the 
size of animals, their species or if they are rare. It can ana-
lyze the object according to the latest state of the art. Mo-
rality however is more than just measuring and valuing, 
and working off a list of rules. In the best case it includes 
instincts and empathy. The machine might have to be 
taught a different perspective towards animals. Many peo-
ple love their pets, they would rather accept driving over a 
giant tarantula than over a newborn kitten. Surely the de-
velopment of machines should not ignore the feelings of 
humans or their sets of values. At the same time there is a 
chance to raise the discourse on a more rational level. Not 
only pretty and trustful animals are worthy of protection, 
but also animals that are ugly, rare, or necessary for the 
ecobalance. 

The final criticism is the technological basis and the 
overall architecture. What if some measurement results are 
uncertain in practice? What if environmental conditions are 
difficult or if people mislead the machines by using optical 
methods? What if decisions of the module responsible for 
the robot operation are in conflict with the moral module? 

Summary and Outlook 
Decision trees are suitable for the representation of deci-
sion making rules with moral implications. In this article 
they were applied to a simple moral machine. Complete-
ness was not claimed. The intention was to illustrate and 
clarify the principle. The moral assumptions were visual-
ized in annotations. Their being cogent or shared by a wide 
majority was not required. Again, emphasis was on under-
standing the principle. It was shown that further to moral 
reasoning, other reasons related to profitability and opera-
tions are possible and sensible. 

Future research can tackle the further development of 
decision trees. These must be, for example, integrated in an 
overall architecture to ensure the optimal functioning and 
the conflict-free processing. The form of the annotations 
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can be standardized in meta documents. It must be under-
lined that the sensor systems as a basis for decisions have 
to be improved. Furthermore, one can try to use alterna-
tives like the mentioned Bayesian networks, therefore 
probabilistic graphical models. 

Generally, different routes can lead to the goal. Maybe 
only the finished machines and their behaviors will qualify 
the best methods. It is essential not to lose time in machine 
ethics as happened in AI. The discussion of moral ma-
chines is going on full speed, and it would not benefit the 
discipline to keep talking for 50 years instead of presenting 
results. If it wants to be acknowledged permanently as a 
design discipline it has to show successful outcomes that 
are backed up by philosophy and technology as well as 
compatible to society. 
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